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prerequisites
part 1: some idea about college thermodynamics
part 2: some knowledge about statistical 
mechanics and stochastic processes



about part 2
 an application of techniques of non equilibrium 

statistical mechanics to the fundamental problem in 
thermodynamics about power and efficiency of heat 
engines

 Here we shall

 prove a general tradeoff relation which shows that 
nonzero heat current implies dissipation

 apply the relation to heat engines to show that a 
heat engine with non-zero power can never attain the 
Carnot efficiency

 treat general Markov processes

Model Stirling engine.  By Richard Wheeler (Zephyris) 2007
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Basic setting�H

�L

engine = a system of N classical particles�

�

�
deterministic dynamics 

Langevin type noise which describes the 
effect of two (or more) heat baths

Newton equation with arbitrary  
force and interactions

stochastic dynamics 

�    parameter (a set of parameters) which controls the 
external forces, the interactions, and the couplings to 
the heat baths

conserves energy and phase  
space volume (when    is fixed)�

    is varied (by an external agent) according to a fixed 
protocol
�



Deterministic dynamics
engine = a system of N classical particles

�

Newton equation with arbitrary force and interactions 
which conserves total energy

state of the system

E�(X) energy of     at parameter X �

deterministic dynamics with fixed �

d

dt
E�(X(t)) = 0

d

dt
ri(t) = vi(t)

X = (r1, . . . , rN ;v1, . . . ,vN ) 2 R6N

mi
d

dt
vi(t) = F �

i (X(t))

i = 1, . . . , N



Stochastic dynamics

9

FIG. 1: The phase space R2 is decomposed into cells with size ε× ε′. A cell is represented by the
coordinate X at its center, which is here indicated by the black dot. The cell including X is denoted as

CX , which is indicated by the gray region.

By summing up the contributions from (B.4) and (B.5), we finally get

Θ(t) ≤ 1

c0

n∑

ν=1

N∑

i=1

{
2⟨(δKi,ν)2⟩t + 3Aν

〈{
Ki − ⟨Ki⟩t

}2
〉

t

}
, (B.6)

which guarantees the important fact that Θ(t) always remains finite and is at most proportional to N .

Remark: The rate corresponding to the Langevin type noise described by (7) does not satisfy the bound (B.3), as
is clear from the expression (C.11) below. This is of course not a problem since we have a much better expression
(11) of Θ(t) from which its finiteness is obvious.

C. Procedure of discretization
Although the discretization procedure we use may be rather standard, we shall explain it here for completeness.
The original phase space is the Euclidean space R6N (or its subspace), whose element is X =

(r1, . . . , rN ;v1, . . . ,vN ). We decompose the phase space into the union of a small 6N -dimensional parallelepiped
whose size in the v-directions is ε and that in the r-directions is ε′. We denote by ω := (ε′ε)3N the volume of a cell.
We shall represent each cell by X at its center. See Figure 1.
Let Λ be the collection of all X at the center of a cell. Λ can be identified with the 6N -dimensional lattice

(ε′Z)3N × (εZ)3N . For each X ∈ Λ, we denote by CX ⊂ R6N the cell centered at X.
Let X ∈ Λ. The probability pt,X for the discrete model is related to the probability density Pt(X) of the continuum

model by

pt,X ≃
∫

X′∈CX

dX ′ Pt(X
′) ≃ ωPt(X). (C.1)

We shall design the discrete master equation (13) so that it, with the identification (C.1), converges to the continuous
master equation (4).

Deterministic part: Let us start with the deterministic part defined by L̂0,λ. The Liouville operator is given by

L̂λ
det =

N∑

i=1

{
−vi ·

∂

∂ri
− 1

mi

∂

∂vi
· F λ

i (X)
}

(C.2)

where F λ
i (X) is the force acting on the i-th particle.

The procedure for determining the corresponding transition rate R0,λ
Y X is as follows.

We first prepare the uniform distribution on the cell CX . Then each point in the phase space evolves according to
the Newton equation with the force F λ

i (X) for a short time ∆t, where we keep the parameters λ fixed. See Figure 2.
Let Prob(∆t, Y ) be the probability to find the state in the cell CY after the time evolution. The desired transition
rate for Y ̸= X is determined by

R0,λ
Y X := lim

∆t↓0

1

∆t
Prob(∆t, Y ). (C.3)

Then the diagonal element R0,λ
XX is determined so that

∑
Y R0,λ

Y X = 0 holds.

From this construction it is obvious that the transition rate R0,λ
Y X leaves the uniform distribution (in a properly

defined finite subset of the phase space) invariant, and hence
∑

X R0,λ
Y X = 0.

Let us check, for completeness, that this procedure really recovers the desired (C.2). For simplicity we shall examine
the simplest case where the system has only one degree of freedom, and hence X = (x, v) ∈ R2. Extension to higher
degrees of freedom is automatic (although formulas may become complicated).

Pt(X) probability density to find the system in     at  X t

corresponds to 
the Newton 
equation
random motion  
from the bath

state of the system X = (r1, . . . , rN ;v1, . . . ,vN ) 2 R6N

@

@t
Pt(X) = L̂detPt(X) + L̂bathPt(X)

L̂bath =
N
X

i=1

�(ri)

mi

n @

@vi
· vi +

1

�m

@2

@vi
2

o

Kramers equation with fixed    and single bath

lim

t"1
Pt(X) =

exp

⇥
��E�

(X)

⇤

Z(�)

�

equilibrium  
distribution at �
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∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).

We stress that the above formulation covers essentially
any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].

The averaged heat current to the ν-th bath at t is
defined in the standard manner (see A of [42]) as

Jν(t) := −
N∑

i=1

∫
dXEλ(t)(X)(L̂ν,λ(t)

i Pt)(X). (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) :=
d

dt
H(Pt) +

n∑

ν=1

βνJν(t), (9)

where H(P) := −
∫
dX P(X) logP(X) is the Shannon

entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (10)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

n∑

ν=1

1

βν

〈
γν(λ(t), ri) |vi|2

〉
t
, (11)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (12)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (10) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(10), from which (10) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (13).

As usual we decompose the whole phase space into
small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.

We now regard X as a discrete variable, and denote
by Eλ

X the corresponding energy. The probability pt,X
to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (13)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.

As in (5), the transition rate is decomposed as Rλ
XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(14)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=
−
∑

X pX log pX as

d

dt
H(pt) = −

∑

X

ṗt,X log pt,X =
∑

µ

ηµ(t) (15)

with ηµ(t) := −
∑

X,Y Rµ,λ(t)
XY pt,Y log pt,X . We then

define the entropy production rate for µ by σµ(t) :=
ηµ(t) + βµJµ(t) with β0 := 0 and β(ν,i) := βν . The total
entropy production rate is written as σtot(t) =

∑
µ σµ(t).

@

@t
Pt(X) = L̂�(t)

det Pt(X) +
X

B=H,L

L̂�(t)
B Pt(X)
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FIG. 1: The phase space R2 is decomposed into cells with size ε× ε′. A cell is represented by the
coordinate X at its center, which is here indicated by the black dot. The cell including X is denoted as

CX , which is indicated by the gray region.

By summing up the contributions from (B.4) and (B.5), we finally get

Θ(t) ≤ 1

c0

n∑

ν=1

N∑

i=1

{
2⟨(δKi,ν)2⟩t + 3Aν

〈{
Ki − ⟨Ki⟩t

}2
〉

t

}
, (B.6)

which guarantees the important fact that Θ(t) always remains finite and is at most proportional to N .
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is clear from the expression (C.11) below. This is of course not a problem since we have a much better expression
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′) ≃ ωPt(X). (C.1)
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master equation (4).

Deterministic part: Let us start with the deterministic part defined by L̂0,λ. The Liouville operator is given by

L̂λ
det =

N∑

i=1

{
−vi ·

∂

∂ri
− 1

mi

∂

∂vi
· F λ

i (X)
}

(C.2)

where F λ
i (X) is the force acting on the i-th particle.

The procedure for determining the corresponding transition rate R0,λ
Y X is as follows.

We first prepare the uniform distribution on the cell CX . Then each point in the phase space evolves according to
the Newton equation with the force F λ

i (X) for a short time ∆t, where we keep the parameters λ fixed. See Figure 2.
Let Prob(∆t, Y ) be the probability to find the state in the cell CY after the time evolution. The desired transition
rate for Y ̸= X is determined by

R0,λ
Y X := lim

∆t↓0

1

∆t
Prob(∆t, Y ). (C.3)

Then the diagonal element R0,λ
XX is determined so that

∑
Y R0,λ

Y X = 0 holds.

From this construction it is obvious that the transition rate R0,λ
Y X leaves the uniform distribution (in a properly

defined finite subset of the phase space) invariant, and hence
∑

X R0,λ
Y X = 0.

Let us check, for completeness, that this procedure really recovers the desired (C.2). For simplicity we shall examine
the simplest case where the system has only one degree of freedom, and hence X = (x, v) ∈ R2. Extension to higher
degrees of freedom is automatic (although formulas may become complicated).

Kramers equation (continuous master equation)

�(t)the parameter is varied according to a fixed protocol

Pt(X) probability density to find the system in     at  X t

corresponds to 
the Newton 
equation

brings the system  
to equilibrium at �B

�(t) = �(t+ ⌧) for any   with a fixed periodt ⌧
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production, which had been developed in the long and
rich history of nonequilibrium statistical mechanics [13].
In particular the idea of partial entropy production rate
developed for Markov processes in [34–36] played an im-
portant role. Some of crucial ideas and techniques in the
present Letter appeared in an unpublished article [37] by
two of us (NS and KS).

Main results.— Consider an arbitrary heat engine
which undergoes a cyclic process with period τ . Dur-
ing a cycle, the engine may interact with n external heat
baths with finite inverse temperatures β1, . . . ,βn in an
arbitrary manner. Let Jν(t) be the heat current that
flows from the engine to the ν-th bath at time t. The
energy conservation implies that the total work done by
the engine is W = −

∑n
ν=1

∫ τ
0 dt Jν(t). Define the total

entropy production in the baths, which is a measure of
dissipation in the cycle, by

∆S :=
n∑

ν=1

βν

∫ τ

0
dt Jν(t). (1)

It satisfies ∆S ≥ 0, which is the second law.
Our main finding is the inequality

(∫ τ

0
dt

n∑

ν=1

|Jν(t)|
)2

≤ τ Θ̄∆S, (2)

which is proved for a general engine described by a
Markov process. Here Θ̄, which depends on the model
and state, is always finite and proportional to the size
of the engine [38]. For the standard Langevin-type heat
baths described by (7), one has Θ̄ = 2 γ̄K̄/β̄, where K̄
denotes the time average of the total kinetic energy of the
engine, and β̄ and γ̄ are properly averaged inverse tem-
peratures (of the baths) and the damping constant (of
the engine), respectively. See (11). Note that both the
lhs and rhs of (2) are proportional to the square of the
size of the engine. Therefore the inequality is meaningful
in the thermodynamic limit as well.

The inequality (2) manifests the fundamental trade-off
relation: nonvanishing current inevitably induces dissi-
pation. To see the implication on efficiency of heat en-
gines, consider the case with n = 2 and let the inverse
temperatures of the baths be βH and βL with βH < βL.
We denote, as usual, by QH > 0 the heat absorbed by
the engine from the bath with βH, and by QL > 0 the
heat flowed from the engine to the bath with βL. The
work is then W = QH − QL, and the entropy produc-
tion is ∆S = βLQL − βHQH. The bound (2) reduces to
(QH +QL)2 ≤ τ Θ̄∆S.
Let η := W/QH be the efficiency of the engine,

and ηC := 1 − (βH/βL) be the Carnot efficiency.
Noting a relation in thermodynamics η(ηC − η) =
W∆S/{βL(QH)2} [23] , our bound yields a trade-off re-
lation between power and efficiency

W

τ
≤ Θ̄βL η (ηC − η). (3)

The averaged power W/τ must vanish as η ↑ ηC or (obvi-
ously) as η ↓ 0. We conclude that an engine with nonvan-
ishing power never attains the maximum efficiency . The
bound (3) was discussed numerically in [20] for thermo-
electric phenomena, and derived for Brownian heat en-
gines with time reversal symmetry in [24], both in the
linear response regime. It is proved here for systems ar-
bitrarily far from equilibrium for general models without
any specific symmetry.

Setup and the main inequality .— Suppose that there
are a heat engine, n heat baths with inverse temperatures
β1, . . . ,βn, and an external agent who operates on the
engine (by, e.g., moving a piston, changing a potential,
attaching or detaching heat baths). Although our theo-
rem applies to general Markov processes, we focus on a
general classical engine modeled as a system of N parti-
cles (with inertia) with arbitrary confining potential and
interaction, possibly under magnetic field. Letmi, ri and
vi denote the mass, the position and the velocity, respec-
tively, of the i-th particle (with i = 1, . . . , N) [39]. We
collectively represent by X = (r1, . . . , rN ;v1, . . . ,vN )
the state of the system. We assume that the system is
characterized by a set of parameters λ, which does not
only determine the dynamics of the system (i.e., engine),
but also the way it couples to the baths. We denote
by Eλ(X) :=

∑N
i=1 mi|vi|2/2 + Uλ(r1, . . . , rN ) the total

energy of the system with parameter λ.
The external agent varies the parameters according to

a fixed function λ(t) of time t. Let Pt(X) be the proba-
bility density to find the system in X at t. It obeys the
continuous master equation [40, 41]

∂

∂t
Pt(X) = (L̂λ(t)Pt)(X) . (4)

The time evolution operator is decomposed into deter-
ministic and dissipative parts as

L̂λ = L̂0,λ +
n∑

ν=1

N∑

i=1

L̂ν,λ
i . (5)

Here L̂0,λ is the Liouville operator (see C of [42]) for
the deterministic dynamics described by the Newton
equation mir̈i(t) = F λ

i (X). The force F λ
i (X) consists

of −∇iUλ(r1, . . . , rN ) and possible velocity dependent
force (such as the Lorentz force). The only assumption
is that the resulting time evolution with fixed λ preserves
both the phase space volume and the total energy.

The operator L̂ν,λ
i with ν = 1, . . . , n and i = 1, . . . , N

represents the dissipation of the i-th particle, i.e., the
change in vi, caused by the ν-th heat bath. The most
general expression reads [40]

(L̂ν,λ
i P)(X) :=

∫
dY {rν,λi (X,Y )P(Y )−rν,λi (Y,X)P(X)},

(6)
where rν,λi (X,Y ) ≥ 0 is the hopping rate from Y to X. It
leaves the canonical distribution with βν invariant, i.e.,

state of the system
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Supplemental Material for “Universal trade-off relation between power
and efficiency for heat engines”

Naoto Shiraishi, Keiji Saito, and Hal Tasaki

Here we shall describe in detail some technical (or related) points which we did not discuss in the main
text. Although the main text is more or less self-contained and most of the topics here are standard, we
hope that the reader may benefit if we collect them here.

A. Heat and work in a Markov process
Let us make some comments about the definition (8) of the heat current for those readers not very familiar with

approaches to nonequilibrium physics based on Markov processes.
Let the energy expectation value at time t be

E(t) =

∫
dX Eλ(t)(X)Pt(X) (A.1)

Its time derivative is

d

dt
E(t) =

∫
dX λ̇(t)

(
dEλ(X)

dλ

)

λ=λ(t)

Pt(X) +

∫
dX Eλ(t)(X)

∂

∂t
Pt(X), (A.2)

where the two terms in the right-hand side are interpreted as contributions from mechanical work and from heat
exchange, respectively, as follows.

The first term represents the change in the energy induced by the change of the functional form of Eλ
X , which is

caused by the operation of the external agent. One can imagine that the agent slightly changes the potential energy
Uλ(r1, . . . , rN ) of gas molecules, which corresponds, e.g., to moving a piston attached to a container. We can thus
regard the first term as a result of the exchange of energy between the system and the agent through mechanical
means. The second term then represents the change of energy caused by non-mechanical means; it should be identified
with the heat transfer.

We thus define the power P (t) to the external agent and the heat current J(t) to the baths as

P (t) = −
∫

dX λ̇(t)

(
dEλ(X)

dλ

)

λ=λ(t)

Pt(X), (A.3)

and

J(t) = −
∫

dX Eλ(t)(X)
∂

∂t
Pt(X), (A.4)

respectively.
By definition we have dE(t)/dt = −{P (t) + J(t)}, which upon integration leads to the first law

W :=

∫ τ

0
dt P (t) = −

∫ τ

0
dt J(t) + E(0)− E(τ). (A.5)

For a cycle, where one has E(0) = E(τ), this means W = −
∫ τ
0 dt J(t), the relation we discussed in the very beginning

of the Letter.
By using the time-evolution equation (4) and the decomposition L̂λ = L̂0,λ +

∑n
ν=1

∑N
i=1 L̂

ν,λ
i , the definition (A.4)

of the current is rewritten as

J(t) = −
∫

dX Eλ(t)(X)(L̂0,λ(t)Pt)(X)−
n∑

ν=1

N∑

i=1

∫
dX Eλ(t)(X)(L̂ν,λ(t)

i Pt)(X). (A.6)
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of the Letter.
By using the time-evolution equation (4) and the decomposition L̂λ = L̂0,λ +

∑n
ν=1

∑N
i=1 L̂

ν,λ
i , the definition (A.4)

of the current is rewritten as

J(t) = −
∫

dX Eλ(t)(X)(L̂0,λ(t)Pt)(X)−
n∑

ν=1

N∑

i=1

∫
dX Eλ(t)(X)(L̂ν,λ(t)

i Pt)(X). (A.6)

energy expectation value
flow of work flow of heat

=

�{JH(t) + JL(t)}

3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).
We stress that the above formulation covers essentially

any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].
The averaged heat current to the ν-th bath at t is

defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) :=
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

where H(P) := −
∫
dX P(X) logP(X) is the Shannon

entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (10)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

n∑

ν=1

1

βν

〈
γν(λ(t), ri) |vi|2

〉
t
, (11)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).
To treat thermodynamic cycles of period τ , we consider

the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (12)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (10) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(10), from which (10) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (13).
As usual we decompose the whole phase space into

small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.
We now regard X as a discrete variable, and denote

by Eλ
X the corresponding energy. The probability pt,X

to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (13)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.
As in (5), the transition rate is decomposed as Rλ

XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(14)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=
−
∑

X pX log pX as

d

dt
H(pt) = −

∑

X

ṗt,X log pt,X =
∑

µ

ηµ(t) (15)

with ηµ(t) := −
∑

X,Y Rµ,λ(t)
XY pt,Y log pt,X . We then

define the entropy production rate for µ by σµ(t) :=
ηµ(t) + βµJµ(t) with β0 := 0 and β(ν,i) := βν . The total
entropy production rate is written as σtot(t) =

∑
µ σµ(t).

heat currents from the system to the baths

B = H,L

�H

�L

JL

JH

@

@t
Pt(X) = L̂�(t)

det Pt(X) +
X

B=H,L

L̂�(t)
B Pt(X)
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Entropy production rate

3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).
We stress that the above formulation covers essentially

any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].
The averaged heat current to the ν-th bath at t is

defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σtot(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

n∑

ν=1

1

βν

〈
γν(λ(t), ri) |vi|2

〉
t
, (13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (11) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(11), from which (11) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (14).
As usual we decompose the whole phase space into

small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.
We now regard X as a discrete variable, and denote

by Eλ
X the corresponding energy. The probability pt,X

to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.
As in (5), the transition rate is decomposed as Rλ

XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).

We stress that the above formulation covers essentially
any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].

The averaged heat current to the ν-th bath at t is
defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σ(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

∑

B=L,H

1

βB

〈
γB(λ(t), ri) |vi|2

〉
t

(13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (12) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(12), from which (12) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (15).

As usual we decompose the whole phase space into
small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.

We now regard X as a discrete variable, and denote
by Eλ

X the corresponding energy. The probability pt,X
to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.

As in (5), the transition rate is decomposed as Rλ
XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

total entropy production rate

change in the Shannon entropy 
of the system (microscopic)

entropy production rates  
in the baths (phenomenological)

Pt(X) probability density to find the system in     at  X t
JB(t) B = H,Lheat current to bath                 at t

�S =
�Q

T
= ��Q



Main tradeoff inequality

3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).

We stress that the above formulation covers essentially
any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].

The averaged heat current to the ν-th bath at t is
defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σ(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

∑

B=L,H

1

βB

〈
γB(λ(t), ri) |vi|2

〉
t

(13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (12) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(12), from which (12) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (15).

As usual we decompose the whole phase space into
small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.

We now regard X as a discrete variable, and denote
by Eλ

X the corresponding energy. The probability pt,X
to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.

As in (5), the transition rate is decomposed as Rλ
XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

total entropy production rate

improved Shiraishi-Saito bound

3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).
We stress that the above formulation covers essentially

any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].
The averaged heat current to the ν-th bath at t is

defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σ(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

∑

B=L,H

1

βB

〈
γB(λ(t), ri) |vi|2

〉
t
≃ κ (13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (12) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(12), from which (12) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (15).
As usual we decompose the whole phase space into

small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.
We now regard X as a discrete variable, and denote

by Eλ
X the corresponding energy. The probability pt,X

to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.
As in (5), the transition rate is decomposed as Rλ

XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

Ptaverage with respect to

close to equilibrium

heat conductivity

|JH(t)|+ |JL(t)| 
p

⇥(t)�(t) for any t

J ' ��

JB(t) B = H,Lheat current to bath                 at t
3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).

We stress that the above formulation covers essentially
any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].

The averaged heat current to the ν-th bath at t is
defined in the standard manner (see A of [42]) as

Jν(t) := −
N∑

i=1

∫
dXEλ(t)(X)(L̂ν,λ(t)

i Pt)(X). (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) :=
d

dt
H(Pt) +

n∑

ν=1

βνJν(t), (9)

where H(P) := −
∫
dX P(X) logP(X) is the Shannon

entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (10)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

n∑

ν=1

1

βν

〈
γν(λ(t), ri) |vi|2

〉
t
, (11)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (12)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (10) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(10), from which (10) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (13).

As usual we decompose the whole phase space into
small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.

We now regard X as a discrete variable, and denote
by Eλ

X the corresponding energy. The probability pt,X
to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (13)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.

As in (5), the transition rate is decomposed as Rλ
XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(14)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=
−
∑

X pX log pX as

d

dt
H(pt) = −

∑

X

ṗt,X log pt,X =
∑

µ

ηµ(t) (15)

with ηµ(t) := −
∑

X,Y Rµ,λ(t)
XY pt,Y log pt,X . We then

define the entropy production rate for µ by σµ(t) :=
ηµ(t) + βµJµ(t) with β0 := 0 and β(ν,i) := βν . The total
entropy production rate is written as σtot(t) =

∑
µ σµ(t).
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∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).

We stress that the above formulation covers essentially
any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].

The averaged heat current to the ν-th bath at t is
defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σ(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

∑

B=L,H

1

βB

〈
γB(λ(t), ri) |vi|2

〉
t

(13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (12) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(12), from which (12) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (15).

As usual we decompose the whole phase space into
small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.

We now regard X as a discrete variable, and denote
by Eλ

X the corresponding energy. The probability pt,X
to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.

As in (5), the transition rate is decomposed as Rλ
XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

“current” always induces “dissipation” (measured by        )�(t)

Main tradeoff inequality and its use
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3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).
We stress that the above formulation covers essentially

any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].
The averaged heat current to the ν-th bath at t is

defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σ(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

∑

B=L,H

1

βB

〈
γB(λ(t), ri) |vi|2

〉
t
≃ κ (13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (12) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(12), from which (12) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (15).
As usual we decompose the whole phase space into

small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.
We now regard X as a discrete variable, and denote

by Eλ
X the corresponding energy. The probability pt,X

to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.
As in (5), the transition rate is decomposed as Rλ

XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

inequality between observable quantities JH(t), JL(t)

Main tradeoff inequality and its use
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∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).
We stress that the above formulation covers essentially

any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].
The averaged heat current to the ν-th bath at t is

defined in the standard manner (see A of [42]) as

JB(t) = −
∫

dXEλ(t)(X)(L̂λ(t)
B Pt)(X) (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) =
d

dt
H(Pt) +

∑

B=H,L

βBJB(t) (9)

σ(t) =
d

dt
H(Pt) + βHJH(t) + βLJL(t) (10)

where

H(P) = −
∫

dX P(X) logP(X) (11)

is the Shannon entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (12)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

∑

B=L,H

1

βB

〈
γB(λ(t), ri) |vi|2

〉
t
≃ κ (13)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (14)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (12) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(12), from which (12) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (15).
As usual we decompose the whole phase space into

small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.
We now regard X as a discrete variable, and denote

by Eλ
X the corresponding energy. The probability pt,X

to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (15)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.
As in (5), the transition rate is decomposed as Rλ

XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(16)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=

not a universal constant, but is always finite
proportional to the size of the system (the bound is 

meaningful in thermodynamic limit)

J ' ��

approaches the heat conductivity    in the limit of 
equilibrium dynamics



the key quantity

W

⌧
 ⇥̄�L ⌘(⌘C � ⌘)
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∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).
We stress that the above formulation covers essentially

any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].
The averaged heat current to the ν-th bath at t is

defined in the standard manner (see A of [42]) as

Jν(t) := −
N∑

i=1

∫
dXEλ(t)(X)(L̂ν,λ(t)

i Pt)(X). (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) :=
d

dt
H(Pt) +

n∑

ν=1

βνJν(t), (9)

where H(P) := −
∫
dX P(X) logP(X) is the Shannon

entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (10)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

n∑

ν=1

1

βν

〈
γν(λ(t), ri) |vi|2

〉
t
, (11)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).
To treat thermodynamic cycles of period τ , we consider

the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (12)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (10) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(10), from which (10) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (13).
As usual we decompose the whole phase space into

small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.
We now regard X as a discrete variable, and denote

by Eλ
X the corresponding energy. The probability pt,X

to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (13)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.
As in (5), the transition rate is decomposed as Rλ

XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(14)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=
−
∑

X pX log pX as

d

dt
H(pt) = −

∑

X

ṗt,X log pt,X =
∑

µ

ηµ(t) (15)

with ηµ(t) := −
∑

X,Y Rµ,λ(t)
XY pt,Y log pt,X . We then

define the entropy production rate for µ by σµ(t) :=
ηµ(t) + βµJµ(t) with β0 := 0 and β(ν,i) := βν . The total
entropy production rate is written as σtot(t) =

∑
µ σµ(t).
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Proof of the improved Shiraishi-Saito 
bound in the simplest setting

finite discrete state space S ∋ x, y, . . .

λ Eλ
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x R

λ
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y for any x, y

transition rate for stochastic dynamics which satisfies

S ∋ x, y, . . .

λ Eλ
x x

Eλ
x energy of state x at parameter λ

Rλ
xy

Rλ
xy ≥ 0 (x ̸= y)∑
x R

λ
xy = 0
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−βEλ
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−βEλ

y for any x, y
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y for any x, yfor any

S ∋ x, y, . . .

λ Eλ
x x

Eλ
x energy of state x at parameter λ
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xy

Rλ
xy ≥ 0 (x ̸= y)∑
x R

λ
xy = 0

Rλ
xye

−βEλ
x = Rλ

yxe
−βEλ

y for any x, y

the parameter changes according to a fixed protocolλ λ(t)
px(t) x t

ṗx(t) =
∑

y

Rλ(t)
xy py(t)

J(t) = −
∑

x,y

Eλ(t)
x Rλ(t)

xy py(t)

λ λ(t)
px(t) x t

ṗx(t) =
∑

y

Rλ(t)
xy py(t)

J(t) = −
∑

x,y

Eλ(t)
x Rλ(t)

xy py(t)

λ λ(t)
px(t) x t

ṗx(t) =
∑

y

Rλ(t)
xy py(t)

J(t) = −
∑

x,y

Eλ(t)
x Rλ(t)

xy py(t)

λ λ(t)
px(t) x t

ṗx(t) =
∑

y

Rλ(t)
xy py(t)

J(t) = −
∑

x,y

Eλ(t)
x Rλ(t)

xy py(t)

probability to find the system in    at
master equation

λ λ(t)
px(t) x t

ṗx(t) =
∑

y

Rλ(t)
xy py(t)

ṗx(t) =
∑

y R
λ(t)
xy py(t)

J(t) = −
∑

x,y

Eλ(t)
x Rλ(t)

xy py(t)

J(t) = −
∑

x,y E
λ(t)
x Rλ(t)

xy py(t)

the detailed balance condition for single�

1
2

∑

x ̸=y

{E
λ(t)

x
− E

λ(t)

y
}2R

λ(t)

xy
py(t

) =:
Θ(t)

|J(t)|
≤
√

Θ(t)
σ(t)

S ∋ x, y, . . .

λ Eλ
x x

Eλ
x energy of state x at parameter λ

Rλ
xy

Rλ
xy ≥ 0 (x ̸= y)∑
x R

λ
xy = 0

Rλ
xye

−βEλ
y = Rλ

yxe
−βEλ

x for any x, y

no time-
reversal!

Markov jump process



Lower bound for

λ λ(t)
px(t) x t

ṗx(t) =
∑

y

Rλ(t)
xy py(t)

J(t) = −
∑

x,y

Eλ(t)
x Rλ(t)

xy py(t)

J(t) = −
∑

x,y E
λ(t)
x Rλ(t)

xy py(t)entropy production rate

σ(t) =
d

dt

{
−
∑

x px(t) log px(t)
}
+ βJ(t)

σ(t) =
d

dt

{
−
∑

x

px(t) log px(t)
}
+ βJ(t)

=
∑

x ̸=y

Rλ(t)
xy py(t) log

Rλ(t)
xy py(t)

Rλ(t)
yx px(t)

=
1

2
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yx px(t)} log
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σ(t) =
d

dt

{
−
∑

x px(t) log px(t)
}
+ βJ(t)

σ(t) =
d

dt

{
−
∑

x

px(t) log px(t)
}
+ βJ(t)

=
∑
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Schwarz 



never satisfies detailed 
balance, but does not 
produce entropy

Treatment of the full model
@

@t
Pt(X) = L̂�(t)

det Pt(X) +
X

B=H,L

L̂�(t)
B Pt(X)

master equation (Kramers equation)

written as a continuum 
limit of a discrete model 
with detailed balance

 

 

 

 

(this reflects the reflection 
symmetry of the 
transition rate)

3

∫
dY {rν,λi (X,Y )e−βνE

λ(Y ) − rν,λi (Y,X)e−βνE
λ(X)} = 0.

Discrete noise in small engines such as the Rayleigh pis-
ton and the Brownian motor [43–45] can be represented
by (6) with suitably chosen rν,λi (X,Y ), whose explicit
form is shown in [44]. In the limit where the change in
velocity is infinitesimally small, (6) reduces to

L̂λ
B =

N∑

i=1

γB(λ, ri)

mi

{ ∂

∂vi
· vi +

1

βBmi

∂2

∂vi
2

}
(7)

which describes the standard Langevin noise [40]. With
(7), the master equation (4) becomes the Kramers equa-
tion. The “damping constant” γν(λ, r) represents the
magnitude of noise from the ν-th bath. Note that it may
depend on r, and on t through λ(t).

We stress that the above formulation covers essentially
any classical heat engines including the Brownian heat
engine which was recently realized experimentally [8, 9]
using a single particle in a harmonic trap [46]. It is also
easy to treat overdamped dynamics [47].

The averaged heat current to the ν-th bath at t is
defined in the standard manner (see A of [42]) as

Jν(t) := −
N∑

i=1

∫
dXEλ(t)(X)(L̂ν,λ(t)

i Pt)(X). (8)

We then define the total entropy production rate in the
system and the baths by

σtot(t) :=
d

dt
H(Pt) +

n∑

ν=1

βνJν(t), (9)

where H(P) := −
∫
dX P(X) logP(X) is the Shannon

entropy of the system.
The core of our theory is the inequality

n∑

ν=1

|Jν(t)| ≤
√

Θ(t)σtot(t), (10)

which is valid for any Pt satisfying the master equation
(4). Here Θ(t) is a quantity which depends on the model
and the state, but is finite and proportional to N . For
baths with (7), we have

Θ(t) =
N∑

i=1

n∑

ν=1

1

βν

〈
γν(λ(t), ri) |vi|2

〉
t
, (11)

where ⟨· · · ⟩t denotes the average with respect to Pt. See
B of [42] for a concrete expression and an upper bound
for Θ(t) for baths with (6).

To treat thermodynamic cycles of period τ , we consider
the case λ(0) = λ(τ), and assume P0 = Pτ , which is
always realized by running the cycle sufficiently many
times. We then define the total entropy production (in
the baths) during a cycle by

∆S :=

∫ τ

0
dtσtot(t) =

∫ τ

0
dt

n∑

ν=1

βνJν(t), (12)

where the contribution from H(Pt) vanished because of
the cyclicity. It is essential that ∆S is written only in
terms of the currents, which are measurable quantities.
By integrating (10) over t, and using the Schwarz in-
equality, we readily obtain (2), whose implications have
already been discussed, with Θ̄ := τ−1

∫ τ
0 dtΘ(t).

Derivation.— We study the Markov jump process ob-
tained by faithfully discretizing the continuous master
equation (4). We prove an inequality corresponding to
(10), from which (10) follows as a continuum limit. The
mathematically minded reader should understand that
we interpret (4) as a continuum limit of the master equa-
tion (13).

As usual we decompose the whole phase space into
small 6N -dimensional parallelepipeds whose size in the
v-directions is ε and that in the r-directions is ε′. Each
cell is represented by X at its center.

We now regard X as a discrete variable, and denote
by Eλ

X the corresponding energy. The probability pt,X
to find the system in X at t obeys the master equation

d

dt
pt,X =

∑

Y

Rλ(t)
XY pt,Y , (13)

which is obtained as a discretization of (4). See C of [42]
for the (standard) discretization procedure.

As in (5), the transition rate is decomposed as Rλ
XY =

R0,λ
XY +

∑n
ν=1

∑N
i=1 R

ν,i,λ
XY =

∑
µ R

µ,λ
XY , where µ = 0 or

µ = (ν, i) with ν = 1, . . . , n and i = 1, . . . , N . The tran-
sition rate for each µ satisfies Rµ,λ

XY ≥ 0 for X ̸= Y and∑
X Rµ,λ

XY = 0. For the deterministic part, we assume

that
∑

Y R0,λ
XY = 0, which means that the uniform distri-

bution is invariant under R0,λ
XY . This property is always

satisfied in the faithful discretization of a dynamics which
preserves the phase space volume. For the dissipation of
the i-th particle from the ν-th bath, we assume the in-
variance of the corresponding canonical distribution, i.e.,∑

Y Rν,i,λ
XY e−βνE

λ
Y = 0.

We decompose the heat current into contributions from
each particle as Jν(t) =

∑N
i=1 Jν,i(t), where

Jν,i(t) := −
∑

X,Y

Eλ(t)
X Rν,i,λ(t)

XY pt,Y = −
∑

X,Y

Ki
XRν,i,λ(t)

XY pt,Y ,

(14)
with Ki

X := mi|vi|2/2. We here noted that the dissi-
pative dynamics changes only the velocity. We also de-
compose the change in the Shannon entropy H(p) :=
−
∑

X pX log pX as

d

dt
H(pt) = −

∑

X

ṗt,X log pt,X =
∑

µ

ηµ(t) (15)

with ηµ(t) := −
∑

X,Y Rµ,λ(t)
XY pt,Y log pt,X . We then

define the entropy production rate for µ by σµ(t) :=
ηµ(t) + βµJµ(t) with β0 := 0 and β(ν,i) := βν . The total
entropy production rate is written as σtot(t) =

∑
µ σµ(t).



Summary
 We have proved a tradeoff relation (improved 

Shiraishi-Saito bound) which shows that a non-
vanishing heat current implies dissipation

|JH(t)|+ |JL(t)| 
p

⇥(t)�(t)

W

⌧
 ⇥̄�L ⌘(⌘C � ⌘)

 The bound, when applied to a heat engine, leads to a 
tradeoff relation between power and efficiency, 
which implies that  a heat engine with non-zero 
power can never attain the Carnot efficiency

For further discussion, see  
Shiraishi, Saito, and  Tasaki 2016, Shiraishi and Saito 2019


